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ABSTRACT:

 

 An introductory college physics course has been designed, implemented, and taught for several years

which combines the continuum physics paradigm with systems thinking and system dynamics tools for modeling and

simulation of dynamical processes. In short, it provides an explicit general modeling strategy applicable to all fields of

physics and even to fields outside of this science, allowing for student centered (learner directed) learning. The funda-

mental ideas of continuum physics can be cast in the form of a simple graphical image which is borrowed from the flow

of water at the surface of the Earth, and which can easily be translated into system dynamics models of processes. This

unified approach to physical processes significantly revises the standard model of physics courses, adds an important

methodological dimension not commonly used in physics instruction, and places physics beyond its own borders togeth-

er with other sciences, engineering, and social studies. It makes use of phenomenological primitives, and it deals with,

and proposes a practical solution to, conceptual problems identified in standard courses over the last few decades. 

This last paper in a series of three combines the continuum physics view of natural processes with system dynamics mod-

eling to produce a practical version of a theory of the dynamics of heat applicable to introductory physics. It treats dy-

namical processes in analogy to mechanics by using the law of balance of entropy (the Second Law) in place of Newton’s

second law. The resulting theory of heat is simple yet strong and general enough to form a natural basis for modern ap-

plications in engineering (second law analysis and optimization) and theoretical developments in continuum thermody-

namics.
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I Introduction

 

In the first two papers of this series, the foundations of the
Continuum Physics Paradigm (CPP) and of system dy-
namics modeling in physics instruction have been dis-
cussed.

 

1,2

 

 Here the general ideas are applied to a special
field—thermodynamics. A theory of the dynamics of
heat
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 is outlined and examples of dynamical thermal pro-
cesses are presented in analogy to mechanics. The pre-
sentation will make use of system dynamics modeling
throughout.

Classical thermodynamics is a theory of the statics of
heat. According to Callen
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, “The single, all-encompass-
ing problem of thermodynamics is the determination of
the equilibrium state that eventually results after the re-
moval of internal constraints in a closed, composite sys-
tem.”

Imagine this statement to be made about mechanics, and
engineers being allowed to compute only equilibrium
states. Naturally, practical thermodynamics is long past
this state, but the teaching of thermal physics still gives
the impression that equilibrium is all we can hope for. We
have to contend with a type of mathematics unknown to
any other branch of physics, and with “heat transfer”
taught separate from “thermodynamics.”
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A unified modern presentation of thermodynamics would
call for a dynamic theory of heat in analogy to mechanics
and other fields of physics. We would formulate and solve
initial (and boundary) value problems to obtain the func-
tions of time which describe the evolution of thermal sys-
tems. 

A modern version of thermodynamics can be based upon
the approach afforded by the Continuum Physics Para-
digm. The CPP suggests a simple graphical image of the
role of entropy in thermal processes, an image based on a
comparison to substances in chemistry, charge in electric-
ity, or momentum in mechanics. Entropy is responsible
for making a stone warm or for melting a block of ice. It
flows into and out of bodies, and it is stored there. It is
produced in irreversible processes such as friction, elec-
trical conduction, diffusion, burning of fuels, emission
and absorption of radiation, and heat transfer. In summa-
ry, entropy is the extensive thermal quantity which satis-
fies a law of balance (the Second Law). Since laws of
balance—augmented by constitutive laws for particular
processes—constitute the basis of any theory of dynam-
ics,
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 the Second Law is at the core of a dynamical theory
of heat. 

Here we will present examples of the dynamics of heat
which will make uninhibited use of the entropy principle.
Thermodynamics is constructed in analogy to introducto-
ry mechanics. In mechanics, we create free-body dia-

grams by identifying all momentum flows (forces) with
respect to a body. We know that the sum of all forces de-
termines the rate of change of momentum. By expressing
the forces with the help of constitutive laws and solving
the differential equation represented by Newton’s Second
Law, we obtain the velocity and other kinematic quanti-
ties describing the motion of the body.

Translating this to thermal physics means that we have to
find all entropy flows and the rate of production of entro-
py to determine the rate of change of the entropy of a
body. The balance of entropy plus thermal constitutive
laws for the storage, the flow and the production of entro-
py lead to an initial value problem whose solution is the
temperature as a function of time.

Section II will discuss introductory mechanics as a guide
to a theory of the dynamics of heat. Section III discusses
the properties of entropy and introduces the Second Law
and the relation of entropy, temperature, and energy. In
the following sections we will discuss special thermal
constitutive laws. First, in Section IV, the storage and the
transfer of entropy will be dealt with. In Section V, entro-
py production in heat transfer will be outlined. This topic
is important if we want to deal with real life dynamical
thermal processes. Finally Section VI will outline appli-
cations to heat engines.

By using entropy in this straight-forward manner we
hope to provide students and teachers with a rich set of
examples of direct use of the Second Law. It would be a
shame if in our introductory courses thermal physics did
not rise to the level of application and clarity of concept
we take for granted in classical mechanics or electricity.

 

II Introductory mechanics as a guide 
to a practical theory of the dynamics 
of heat

 

Newtonian mechanics is the most extensively treated sin-
gle subject of introductory physics. Still, the form of the
theory is not normally used as an example of how other
fields can be structured and taught. Rather, it is suggested
that the phenomenon of motion—if transferred to parti-
cles in our theories of kinetic theory and statistical phys-
ics—explains much of the rest of the physical world,
from electricity to heat. In other words, it is assumed that
behavior—motion—and not structure—Newton’s law
combined with constitutive force laws—serves as an ad-
equate description of the world around us.

If we take the structure of mechanics as a guide, we are
led to create theories of fluids, electricity, and heat having
analogous forms.
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 Thermodynamics profits from this
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approach most dramatically. In the following paragraphs,
a slightly generalized version of Newtonian mechanics is
presented to demonstrate the structure we will use for the
dynamics of heat.

 

A. An example: Rocket motion

 

Consider the vertical motion of a rocket at the surface of
a planet. The motion of the object is described and ex-
plained in terms of the balance of momentum. In a system
dynamics model
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 we first introduce a stock to account for
the momentum of the system (Fig.1). Then we think of
the processes which are the cause of the change of the
momentum: gases flowing out of the rocket at the back,
air resistance, and the influence of the gravitational field.
Each process leads to the exchange of momentum be-
tween the system and its environment. We therefore intro-
duce three separate flows representing momentum fluxes
and source rates (the flows in Fig.1) in our model.

Since the rocket is an open system, we have to account for
the balance of mass as well. The mass of the rocket
changes as a consequence of the outflow of gas (Fig.1).

 

Figure 1: System dynamics model of vertical rocket motion.
Note the structures of stocks and flows which represent laws of
balance of momentum and of mass. The stock and the flow re-
lating 

 

dx/dt

 

 to the position, on the other hand, denotes a simple
integrator. Note the capacitive law relating velocity to momen-
tum and mass. The model was produced and simulated in Stel-
la.
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Next we have to determine the fluxes. The current of mass
may be prescribed as a function of time whereas the mo-
mentum flows have to be specified by special (constitu-
tive) laws for momentum transports. For example, the
convective momentum flux depends upon the flow of gas,

convective
momentum flux

gravitational momentum
source rate

dx dt

velocity

v exit

MASS

MOMENTUM

position

mass flux

gravitational
field

momentum flux due to
air resistance

acceleration

 

and upon the speed of the gas with respect to the observer.
The gravitational momentum flux, on the other hand, de-
pends upon the instantaneous mass of the system and the
gravitational field at the location of the rocket.

We still lack the crucial dynamical relation between mo-
mentum and the velocity of the rocket: the velocity equals
the ratio of the instantaneous values of momentum and
mass of the system. This is called a capacitive law.

Finally, we introduce kinematic relations: position and
acceleration of the rocket are calculated from the velocity
of the object (Fig.1). Position and acceleration are ob-
tained by integration and differentiation of the velocity,
respectively.

The finished model can be simulated to obtain the motion
of the rocket. Parameters may be changed, and the model
may be extended to account for other circumstances. If
desired, energy quantities can be included in the model.

 

B. Dynamics: Laws of balance and 
constitutive laws

 

The system dynamics diagram of the model of rocket mo-
tion (Fig.1) reveals the structure of the theory of mechan-
ics used to solve the problem. A theory of dynamics in
mechanics rests upon the law of balance of momentum
and associated constitutive laws for momentum trans-
ports, and on the capacitive law relating velocity to mo-
mentum. The general law of balance of momentum takes
the form

 

(1)

 

In our example, we are dealing with all three modes of
transport commonly found in nature: conductive (due to
air resistance), convective (as a result of gas flow), and ra-
diative (due to the interaction of the body and the gravi-
tational field). The first two transports lead to momentum
fluxes with respect to the system, whereas the third is de-
scribed in terms of a source rate. In our model, these
quantities are given by

 

(2)

 

The first and the third of the rates of transport are normal-
ly called forces (the forces of air resistance and of gravi-
ty).

In a given model, there are particular laws not necessarily
encountered in models of processes of other fields of
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physics. In mechanics, for example, the geometric rela-
tions of kinematics play a role which are not found in
simple thermal or electric processes. 

In summary we can say that models of mechanical dy-
namical processes are set up as a combination of the law
of balance of momentum and associated constitutive
laws.
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 Together these equations constitute the evolution
equations of the mechanical system. Simulation of the
equations yields the behavior of the system over time.

 

C. The energy principle

 

Energy accompanies all physical processes. It plays a
unique role: it relates different types of processes, i.e., it
provides the “glue” in chains of processes.

 

1

 

 Take for ex-
ample the chain leading from a waterfall, through a tur-
bine and generator, to the electric heating of water. Each
process in the chain is governed by a substancelike quan-
tity such as the volume of water, angular momentum,
charge, or entropy, and the associated potentials. In this
chain, energy determines how one process is related to
the next. For example, in an ideal turbine, the hydraulic
power (i.e., the rate at which energy is released by the fall
of water from a point of high to a point of low pressure)
is equal to the power of the rotational process. 

In a mechanical process, momentum takes the role of the
“energy carrier.” Thus the rate at which energy is released
is determined by the momentum current flowing through
a velocity difference. Take as an example two bodies rub-
bing against each other. Momentum flows from the faster
to the slower body, releasing energy at the rate

 

(3)

 

Because of its role, the energy principle generally yields
valuable additional information for constitutive theories.
In our example of rocket motion, we may use knowledge
of the amount of energy released by the burning of fuel to
obtain information on the conditions in the engine, and,
consequently, on the flow speed of the gases. Here, ener-
gy relates the chemical process to the mechanical one.

 

D. The 

 

F 

 

= 

 

ma

 

 of thermal physics

 

The teaching of introductory mechanics is quite sophisti-
cated in many courses. Teachers make use of the structure
of the theory to clearly explicate how problems must be
solved.
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 We choose systems, create free body diagrams
and identify forces, determine forces by forces laws, add
them up and set them equal to mass times acceleration.
With the help of kinematic relations we finally figure out
the motion of the body. 

  
P = −∆v Ip

 

If mechanics can be a guide for thermodynamics, a theory
of the dynamics of heat must rest on the proper law of bal-
ance for thermal processes, i.e. the equivalent of New-
ton’s Second Law. As Newton’s law is expressed in terms
of a “quantity of motion,” we must find a “quantity of
heat,” i.e., the thermal quantity analogous to momentum,
to build thermal physics upon.

If we can find “Newton’s Law of thermal processes,” we
can use it by expressing the fluxes, source rates, and pro-
duction rates it may contain with the help of constitutive
laws. As in mechanics, these equations are the evolution
equations of the thermal system. Simulation of the equa-
tions yields the behavior of the system over time.

 

III Entropy and the Second Law

 

Entropy turns out to be the quantity analogous to momen-
tum, and the law of balance of entropy is “Newton’s Law
of thermal processes.” 

In this section, the properties of entropy will be dis-
cussed, the balance of entropy will be formulated, and the
relation between entropy, temperature, and energy will be
introduced. 

We can make use of strong phenomenological primitives
to motivate entropy as a “quantity of heat” or the “thermal
charge”
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 to beginners from the start.
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 Moreover, if the en-
ergy principle has been discussed in a couple of introduc-
tory fields such as hydraulics and electricity, students will
find it easy to relate entropy to temperature and to energy.
The latter relation yields important information which al-
lows us to calculate rates of production of entropy, a cru-
cial task if we want to make use of the Second Law.

 

A. The properties of entropy

 

We introduce a physical quantity which we hold respon-
sible for making a stone warm, or for melting a piece of
ice. It goes into a body of air to let it get warmer or to in-
crease its volume. It is stored in bodies, it can flow, and it
is produced in irreversible processes. In other words, it is
the extensive thermal quantity that satisfies a law of bal-
ance. It is in contrast to temperature which measures the
intensity of heat. Moreover, as a measure of a quantity of
heat, it cannot be energy. Energy makes a body heavier
and more inert, not warmer.

We call this quantity 

 

entropy

 

. In everyday language we
would call this quantity 

 

heat

 

. 

Recognizing that entropy can be introduced in this graph-
ical and straight-forward manner—in analogy to the role
of fluids in hydraulics, electric charge in electricity, or
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momentum in processes involving motion—we can use it
right from the start. The law of balance of entropy takes a
role equivalent to that of Newton’s Second Law in me-
chanics. It lets us state initial value problems which are
used to compute dynamical thermal processes.

 

B. The balance of entropy

 

Entropy can be stored in bodies, it can flow into and out
of bodies, and it can be produced in irreversible process-
es. Therefore, we expect it to satisfy a law of balance of
the form

 

(4)

 

It has the same basic structure as the law of balance of
momentum, which is called Newton’s Second Law. The
law of balance of entropy is called the 

 

Second Law of
Thermodynamics

 

. It is the law we need to start a theory of
the dynamics of heat (Fig.2).

The fluxes in the laws of balance may be the result of con-
duction or convection. Source rates have been neglected.
Note that irreversible processes call for the rate of pro-
duction of entropy which may not be negative:

 

(5)

 

If we can express the currents of entropy and the rate of
production of entropy for a process, we may calculate the
behavior of the system under investigation.

 

Figure 2: The law of balance of entropy, i.e., the Second Law,
expressed as a system dynamics diagram. The stock represents
the instantaneous value of the entropy stored in a system where-
as the pipelines stand for entropy currents or entropy production
rates.

 

C. Thermal constitutive laws

 

By themselves, equations of balance are not of much use.
Looking at the graphical representation of the law of bal-
ance of entropy in Fig.2 we see what is missing: we need
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special laws to determine the flows and rates of produc-
tion. These laws are called constitutive relations. They
distinguish between different circumstances whereas the
law of balance always retains the same form. Constitutive
laws are found for relations between entropy storage and
temperature (in the case of a stone), between entropy,
temperature, and volume (in the case of air), for entropy
transfer, and for entropy production. (See Sections IV and
V.)

 

D. Thermal processes: Entropy, temperature, 
and energy

 

Energy provides important information for thermal con-
stitutive theories through its relation with entropy and
temperature. The first who recognized this important fact
was Sadi Carnot. He proposed to develop a complete the-
ory of heat by analyzing the motive power of heat en-
gines.
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 The relation takes three forms, one for the fall of
entropy from points of high to points of low temperature,
one for the production of entropy, and one for the flow of
entropy in heating or cooling.

 

Thermal power

 

. In a thermal process with a current of en-
tropy flowing from a point of temperature 

 

T

 

1

 

 to a point
where the temperature takes the value 

 

T

 

2

 

, energy is re-
leased at the rate

 

(6)

 

(Fig.3). This quantity is called thermal power. We accept
this relation as one of the fundamental rules of thermal
physics. We may motivate it on the basis of analogies to
other fields of physics,

 

3

 

 just as Carnot had done in his im-
age of the power of heat. For more advanced students, the
relation can be derived on the basis of additional assump-
tions such as those involving the properties of the ideal
gas.
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Figure 3: The relation between entropy, temperature, and ener-
gy can be motivated on the basis of the image of heat created by
Carnot. He compared caloric to water falling through a certain
height, thereby releasing energy at a well-defined rate. Caloric
is taken to represent entropy.

 Pth ST T I= − −( )2 1

Releasing
energy

Entropy
current

T1
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Pth

Is



6

 

Entropy production and dissipation

 

. Entropy appears out
of nothing, but we have to work to produce it. The energy
released to be bound in the production of entropy is said
to be dissipated (Fig.4). The rate of dissipation 

 

D

 

, and the
rate of production of entropy are related by
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(7)

 

Figure 4: System diagram of an immersion heater showing dis-
sipation and production of entropy.

 

The conductive transport of entropy and energy in heat-
ing and cooling

 

. In heating or cooling, the flux of entropy
is associated with a flux of energy calculated according
to
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(8)

 

(Fig.5). In contrast to the rate at which energy is released
(which is called power) the quantity expressed in Eq.8 is
called an 

 

energy current

 

.

 

Figure 5: Entropy flux and energy flux in heating of a body at
temperature 

 

T

 

.

 

IV Storage and transport of entropy

 

Let us now consider simple constitutive theories of heat-
ing of uniform bodies (stones, water, air), and of entropy
transfer into and out of these bodies.

 

A. Uniform heating at constant volume

 

Thermal dynamical theories need thermal constitutive
laws. The model of heating of uniform bodies shows how

  D = T SΠ

1ϕ
2ϕ

Entropy
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I TIW S=

IS
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to introduce the quantity called entropy capacity in the
case of heating and cooling at constant volume:
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(9)

 

The entropy capacity 

 

Κ

 

 is related to the temperature co-
efficient of energy 

 

C

 

 by the temperature of the body.
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Specific temperature coefficients of energy are listed in
tables.

Uniform heating proceeds reversibly.
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 If a body is to re-
main uniform during heating or cooling, it must be a per-
fect conductor. In a perfect conductor, there is no produc-
tion of entropy. Therefore,

 

(10)

 

and

 

(11)

 

B. Thermodynamics of ideal fluids: 
The ideal gas

 

A simple fluid such as the ideal gas reacts to heating by
changing either the temperature or the volume. We intro-
duce the entropy capacity at constant volume 

 

Κ

 

V

 

 and the
latent entropy with respect to volume 

 

Λ

 

V

 

 by
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(12)

 

Again, the uniform heating of an ideal fluid is reversible.
Neither the flow of heat—which is taken to be perfect—
nor changes of volume produce entropy.

Consideration of a Carnot cycle of the ideal gas demon-
strates that
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(13)

 

If we express the heating of the ideal gas in terms of pres-
sure and temperature, i.e., if we write

 

(14)

 

we also introduce the latent entropy with respect to pres-
sure, and the entropy capacity at constant pressure. Trans-
formation of variables with the help of the equation of
state of the ideal gas

 

(15)

 

leads to an expression for the entropy capacity at constant
volume in terms of the ratio 

 

γ

 

 = 

 

K

 

P

 

/K

 

V

 

 of the entropy ca-
pacities:
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(16)

 

The ratio of the entropy capacities can be measured in
some experiments. The model of the Rüchardt experi-
ment presented below in Section IV.E demonstrates how
this can be done. Therefore, theory (the consideration of
the Carnot cycle), and measurement of one quantity yield
the two constitutive quantities needed to compute pro-
cesses involving the ideal gas.

The quantities 

 

C

 

V

 

 = 

 

T

 

Κ

 

V

 

 and 

 

C

 

p

 

 = 

 

T

 

Κ

 

p

 

 are called the tem-
perature coefficient of energy and the temperature coeffi-
cient of enthalpy, respectively.
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 They are listed in tables.
Note that the ratio of the entropy capacities is equal to the
ratio of the temperature coefficients.

 

C. Overall entropy transfer

 

We do not only need constitutive laws relating the entro-
py of a system to other system variables. We also have to
be able to explicitly compute transfer rates of entropy
with respect to a given body.

The simplest expression for a current of entropy in an en-
tropy transfer process is the one involving the tempera-
ture difference 

 

∆

 

T 

 

=

 

 T – T

 

a

 

 

 

which drives the process, and
an entropy conductance 

 

G

 

S

 

:

 

(17)

 

The conductance generally is proportional to the surface
area through which the entropy is transferred. The factor
multiplying the area 

 

A

 

 is called the overall entropy trans-
fer coefficient 

 

U

 

S

 

:

 

(18)

 

Note that—as a result of entropy production in entropy
transfer (Section V)—we have to be precise about where
the entropy current is measured. The entropy transfer co-
efficient is taken at the same location, and it may be a
function of the temperature at that location. From the re-
lation between entropy and energy current in heating and
cooling (Eq.8) we find that

 

(19)

 

The energy current associated with the flow of entropy
can be expressed in terms of the energy transfer coeffi-
cient 

 

U

 

. This constitutive quantity is related to the entro-
py transfer coefficient by the temperature of the surface
through which heat flows. It may be found listed in tables
for some common circumstances.
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D. Conduction, convection, and radiation

 

Special constitutive theories of the different modes of en-
tropy transfer are needed if we wish to quantify thermal
dynamical processes.
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 Heat transfer in general is irre-
versible and is associated with the production of entropy
(Section V). 

The conductive current of entropy through a plane slab of
matter is proportional to the temperature difference
across the slab, the surface area, and to the entropy con-
ductance of the material. It varies inversely with the
thickness:

 

(20)

 

Here, 

 

k

 

S

 

 = 

 

k/T

 

 is the entropy conductivity, and 

 

k

 

 is the
well known thermal conductivity. The entropy current at
a solid-fluid interface is expressed by

 

(21)

 

h

 

S

 

 = 

 

h/T is called the convective entropy transfer coeffi-
cient. 

The entropy current carried by a current of fluid of tem-
perature Tf having a constant temperature coefficient of
enthalpy is

(22)

where Tref is an arbitrary reference temperature. cp is the
specific temperature coefficient of enthalpy. The energy
current carried by such a fluid is

(23)

Note that for convective currents, Eq.8 does not hold. 

Hot bodies emit electromagnetic radiation which carries
with it some entropy. If the radiation is that of a black
body, the surface emits an entropy current 

(24)

The energy current associated with the radiation is

(25)

E. Models of uniform dynamical processes

The constitutive laws presented in this chapter allow for
the creation of models of dynamical thermal processes of
single uniform systems where the production of entropy
due to transfer, mixing, absorption, and other phenomena
takes place outside the system.
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We will discuss two simple phenomena, one involving
the heating and cooling of water, the other adiabatic pro-
cesses of the ideal gas.

Consider a body of water heated in a glass by an immer-
sion heater, insulated at the bottom and at the top (to pre-
vent evaporation). The water is mixed to ensure uniform
conditions. In Fig.6, the system dynamics diagram of a
model of the process is presented. We begin with the law
of balance of entropy, i.e., with a stock and two flows. The
latter represent the entropy source rate due to heating by
the immersion heater and the entropy flux due to heat
loss, respectively. The capacitive law is expressed in
terms of the rate of change of entropy and rate of change
of temperature according to Eq.9. The sum of the entropy
fluxes equals the rate of change of entropy. Dividing this
quantity by the entropy capacity yields the rate of change
of temperature which is integrated (the stock labeled
Temperature in Fig.6). The entropy capacity is obtained
by dividing the temperature coefficient of energy by the
temperature. Having calculated the temperature, we can
now determine the source rate of entropy and the entropy
flux due to heat loss from Eqs.7, 17, and 19.

Figure 6: System dynamics diagram of a model of heating of
water modeled as a uniform body. The entropy changes due to
absorption from an immersion heater, and loss through the man-
tle of the container. The capacitive law determines the rate of
change of the temperature of the body.

The second example is Rüchardt’s experiment. A steel
ball is dropped into a vertical glass pipe fitted at the top
of a large sealed bottle containing air. In this experiment
we can measure the ratio of the entropy capacities by ob-
serving the steel ball bouncing up and down on a cushion
of air in a glass pipe. The model presented in Fig.7 com-
bines the motion of the ball with the dynamics of the air
in the bottle modeled as a uniform body.

Is heat loss

entropy conductance

energy transfer coefficient

mantle area

electric power
Ta

ENTROPY

entropy source
rate

rate of change
of entropy

TEMPERATURE

rate of change
of temperature

entropy capacity

temperature coefficient
of energy

The motion of the steel ball follows the procedure out-
lined in Section II. We formulate the law of balance of
momentum for the ball. The momentum changes as the
result of four interactions: gravity, the push of the air
above, the push of the air below, and friction. There are
four pipelines connected to the stock representing mo-
mentum in Fig.7.

The most interesting of the four mechanical interactions
is due to the pressure of the air below the steel ball. This
pressure is changing since the volume and the tempera-
ture of the air are changing. The relation between pres-
sure, volume, and temperature is determined by the ther-
mal processes undergone by the body of air. These are
modeled as follows. We start with the laws of balance of
entropy and volume. The entropy can change as the result
of entropy flow to or from the surroundings (entropy flux
in Fig.7). 

Figure 7: System dynamics diagram for the model of the mo-
tion of a steel ball coupled to oscillations of air in a bottle (Rü-
chardt’s experiment). Experiment and model let us determine
the ratio of the entropy capacities of air.

The volume changes due to production and destruction
resulting from the ball moving up and down (rate of pro-
duction of volume which is proportional to the velocity of
the ball). Now we still need to calculate the temperature
from the volume and the entropy. This can be done by
making use of the fundamental constitutive law, Eq.12,
for the ideal gas involving the constitutive quantities of
the gas—namely the entropy capacity and the latent en-
tropy. It lets us determine the rate of change of tempera-
ture (roc temperature in Fig.7). The temperature is
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Ip due to pressure above

Ip due to pressure
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Ip friction
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POSITION
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obtained by integration. The pressure is then determined
by the equation of state, Eq.15.

The model lets us calculate adiabatic oscillations of the
gas if we set the entropy flux between gas and surround-
ings to zero. Otherwise, we see that heat transfer leads to
damping of the oscillation, even if mechanical friction
has been set to zero. Comparison of measurements and
simulation results lets us determine the ratio of the entro-
py capacities of air.

V Entropy production in heat transfer

Entropy production due to friction, conduction of elec-
tricity, and fires, is quite obvious. It is less obvious, how-
ever, that entropy is produced also in heat transfer,
emission and absorption of radiation, and mixing of flu-
ids. 

A. Irreversibility in entropy transfer

The energy dissipated in heat transfer is the energy re-
leased due to the fall of entropy from high temperature T1
to low temperature T2. The entropy produced appears at
the lower temperature T2. Therefore

(26)

B. Entropy production in the absorption and 
emission of radiation

Assume that black body radiation of temperature Tr is ab-
sorbed by a body at temperature T. The rate at which en-
tropy is absorbed is denoted by Σs. The rate of production
of entropy is given by

(27)

In the case of solar radiation at the surface of the Earth we
can neglect the second term. In general, however, the ex-
pression for the rate of entropy production could turn out
to be negative. This means that absorption of radiation
must always be accompanied by emission. The rate of en-
tropy production as a result of emission of black body ra-
diation of the body at temperature T is

(28)

where ΣS,e is the rate at which entropy is emitted by the
body.19
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C. Entropy production in the mixing of fluids

Let a fluid stream having a mass flux Im and a temperature
Tf enter a system with a fluid having a temperature T. The
rate of entropy production by mixing of the incompress-
ible fluids is

(29)

The expressions for entropy production derived in this
section are the result of the application of the laws of bal-
ance of entropy and energy to the situations discussed.

D. Examples of dynamical thermal processes

Here we present two examples. First we treat the case of
hot water cooling in a thick walled container which cools
to the environment. Second, we will consider the model
of the surface of the Earth protected by a layer of atmo-
sphere. In both examples, the bodies will be treated as
spatially uniform. These examples show the application
of entropy production in entropy transfer and in radiation.
See Section V.C of CPP II for an example involving mix-
ing of fluids in a thermal solar collector.

Figure 8: System dynamics diagram of model of cooling of wa-
ter in a container. Water and container wall are modeled as uni-
form bodies at temperatures Twater and Twall, respectively.
Entropy production is associated with transfer layers between
water and wall, and wall and environment. The transfer layers
are modeled as nodes which do not store entropy.

In the first example, hot water is poured into a cold cylin-
drical container, and a lid is placed on top. The water is
always well-mixed. Even though the container wall will
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not be uniform, we are going to model it as a thermally
homogeneous body at a temperature which is associated
with the middle radius (Fig.8). Entropy transfer is due to
a layer which is modeled as a node, i.e. a body which does
not store entropy. The first layer includes the convective
interface between water and wall, and the inner half of the
wall. The second transfer layer is made up of the outer
half of the wall and the convective interface to the envi-
ronment. Entropy production is associated with the trans-
fer layers, not with the water or the wall. The equations
for entropy production have been derived according to
Eq.26. Note that in the model shown in Fig.8, the entropy
capacities of water and wall, and the entropy conductanc-
es are treated as constant which is approximately valid.

Now consider the second example. Surface and atmo-
sphere are treated as uniform black bodies, and they are
given arbitrary initial temperatures. How do the tempera-
tures change as the result of the (average) insolation?

This is an application of the Second Law to the well
known example of calculating average surface tempera-
tures in a simple model. We will obtain not only the tem-
peratures of the bodies, but also the magnitudes of the
contributions to irreversibility from the different process-
es. Making it a dynamical model adds a dimension not
commonly treated in introductory texts.20 We can even
treat the influence of the daily variation of radiation in a
simplified manner.

Figure 9: System dynamics diagram of a strongly simplified
model which yields average temperatures of the surface of the
Earth and the atmosphere. Both systems are treated as uniform
black bodies having constant entropy capacities (Eq.9). The
rates of production of entropy occurring in the bodies are pre-
sented as equations. Note that not all necessary connections are
shown in the diagram.

Fig.9 shows the system dynamics model of this example.
We express the laws of balance of entropy for the ground
and the atmosphere. There are three entropy source rates

Pi_S_A = (3/4*T_G/T_A-1)*IS_GA+1/4*IS_AG+1/4*IS_AS

Pi_S_G = (3/4*5770/T_G-1)*solar_absorption+(3/4*T_A/T_G-1)*IS_AG+1/4*IS_GA

ENTROPY
GROUND

T A
K Atmosphere

Pi S G

entropy source
due to solar
absorption

IS GA

T G

K Ground

T G init

ENTROPY
ATMOSPHERE

IS AG

Pi S A

IS AS

T A init

for the ground—namely those due to solar radiation,
emission, and absorption of radiation from the atmo-
sphere. Moreover, there is entropy production in the
ground as the result of all three processes (first equation
in Fig.9).

The atmosphere also undergoes three interactions. Entro-
py is absorbed from the surface of the Earth, and it is
emitted to the ground and to outer space. The entropy
production is again due to all three processes (second
equation in Fig.9). In the steady state, we obtain the tem-
peratures known from the simple model based on the bal-
ance of energy.20

VI Thermal engines

Heat engines, refrigerators, and heat pumps are normally
operated at steady-state, and we will treat them here as
such. Including irreversibility—mostly due to heat trans-
fer—leads to simple yet useful models.

A. Ideal thermal engines

A heat engine works as follows.10,13 Entropy flows from
the furnace through the engine to the cooler. In steady-
state, the energy transferred in the mechanical process
equals the thermal power of the fall of entropy if the en-
gine operates reversibly:

(30)

Here, T1 and T2 are the upper and lower operating tem-
perature, respectively. From this and Eq.8 we can show
that the thermal efficiency, i.e., the first law efficiency, is

(31)

Ideal heat pumps and refrigerators simply work in the re-
verse. We drive the engine, and the energy released in the
driving process is used to pump entropy from a lower
temperature to a higher one. The thermal power neces-
sary for pumping is calculated as in Eq.30.

B. Irreversibility in thermal engines

Irreversibility in heat engines is the result mainly of en-
tropy transfer into and out of the engines. The working
fluid in the engine operates almost reversibly. This leads
to the model of endoreversible engines proposed by Cur-
zon and Ahlborn.21 We can think of the engine to consist
of an ideal Carnot engine having two heat exchangers,

I T T IW mech S, = −( )2 1

η1
1 2

1

= −T T

T
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one at the hot end, one at the cool end.22 Entropy produc-
tion is due to entropy transfer from the furnace to the
working fluid, and from the working fluid to the cooler. If
T1 and T2 are the temperature of the furnace and of the
cooler, respectively, the power at minimal entropy pro-
duction is 

(32)

This example and various practical applications have
taught engineers the use of minimization of entropy pro-
duction as the tool for optimization of thermal systems
and processes. To minimize irreversibility, i.e., entropy
production, often—but not always—means to maximize
the power of a process.

C. The Production of Winds

Here is an example of a steady-state analysis involving
minimization of irreversibility. The production of winds
may be viewed as the output of a heat engine operating on
the surface of the Earth, powered by solar radiation.23 If
the principle of minimal entropy production is applied, an
unknown parameter such as the surface temperature of
the Earth can be obtained.

Consider the surface of the Earth in steady-state. Despite
the rotation of the planet, the daily changes of the surface
temperature are small. Therefore assume the surface to be
illuminated constantly at a quarter of the solar constant of
1370 W/m2 of which 70% is absorbed. (The factor 0.25 is
the ratio of the cross section of the planet—illuminated at
1370 W/m2—to the surface are of the sphere). Imagine
the atmosphere undergoing constant convective motion
which we are going to model as the effect of many endor-
eversible heat engines. Having many such engines en-
sures continuous, steady-state operation in the model as
well.24 

What is happening is this (Fig.10). The surface of the
Earth absorbs a fraction of the solar radiation. Entropy is
produced and part of it is transferred into the atmosphere
at low level. The rest is radiated directly toward outer
space. Again, entropy is produced. The air moves up
cooling adiabatically. At high altitudes, the entropy of the
air is radiated to outer space, again accompanied by en-
tropy production. To complete the analysis, we have to
add the entropy produced in outer space which we model
as a uniform body at 3 K. 

We will create a model of an endoreversible engine and
search for the condition of minimal total entropy produc-
tion. There are three laws of balance of entropy of interest
in the system in Fig.10:

η1
2

1

1= − T

T

Figure 10: Sun, ground, air, and outer space interact to create a
heat engine. HE and TL stand for heat engine and transfer layer,
respectively. Note that entropy is produced as the result of dif-
ferent processes taking place in this system.

(33)

The first is for the ground, the second for the heat transfer
layer between ground and air, and the third describes the
air. All we need now are the constitutive laws for the flux-
es of entropy:

(34)

and the entropy production rates:

(35)

Rs and d are the radius of the sun and the distance be-
tween Earth and Sun, respectively. Ts denotes the temper-
ature of the Sun. The albedo is the fraction of solar radia-
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tion reflected by our planet. Ta1 and Ta2 denote the tem-
peratures between which the heat engine producing the
winds is operating. They correspond to the temperature of
the air close to the ground and at high altitudes, respec-
tively. Reradiation by outer space has been neglected.

Note that the bodies have been treated as black body ra-
diators. Numerical solution of the equations yields a min-
imum of the total rate of entropy production at Tg = 238
K. This should be compared to an average surface tem-
perature of 288 K.

Finally, the power of the heat engine is computed from
the entropy flux through the engine and the upper and the
lower temperatures:

(36)

The predicted power of the wind engine is 18 W/m2. The
real average power of the winds is around 7 W/m2.

We can combine this model with the one presented in
Section V, Fig.9 to include the greenhouse effect of the at-
mosphere. This changes the situation drastically. Treating
the absorbing and reemitting atmosphere as a single layer
to produce the simplest model gives results of 283 K and
9 W/m2 for the ground temperature and the power of the
winds, respectively.25 Remember that these values hold
for minimum entropy production. Dividing the atmo-
sphere into a number of different layers, and including
the effect of evaporation, can produce a rather useful
model which includes not only atmospheric temperatures
but also an estimate of the power of the winds. Results
come surprisingly close to the actual numbers.

VII Conclusion

Building a theory of the dynamics of heat which can be
taught in analogy to the structure of introductory mechan-
ics is not difficult. We can make use of the law of balance
of entropy and appropriate constitutive laws for the fluxes
and production rates of entropy. In this form, thermody-
namics grows up to a level expected from mechanics. We
can formulate initial value problems—evolution equa-
tions—and solve examples of real dynamical processes in
thermal systems. 

Making use of the Second Law may appear a bit more
complicated than employing Newton’s second law be-
cause of the appearance of a production term for entropy.
On the other hand, simple models of uniform thermal
processes do not face the same geometrical difficulties
encountered in mechanical applications. Overall, we can
expect a theory of the dynamics of heat to be applicable
to introductory physics teaching.

PHE a a ST T I= −( )1 2 3
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